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Chapter 14
Visuo-haptic Perception of Objects and Scenes

Fiona N. Newell

14.1 Introduction

Although both the visual and the tactile modalities can extract, encode, and process
spatial information from objects for the purpose of recognition and localisation,
relatively little is understood about how such information is shared across these
modalities. The aim of this chapter is to provide an overview of our current under-
standing of multisensory integration for the purpose of high-level perception. This
chapter is structured around evidence in support of the idea that vision and touch
contribute to two basic perceptual tasks, namely object recognition and the percep-
tion of the spatial location of objects, and that these sensory modalities process
information for the purpose of recognition or localisation in a very similar manner.
Moreover, visual and tactile processing of spatial object information is underpinned
by shared neural substrates, although the extent to which these substrates are shared
seems to be task dependent. I will argue that it is the common way in which informa-
tion is processed by vision and touch, underpinned by shared neural substrates, that
allows for efficient sharing of information across these modalities for recognition
and localisation.

The reader may be interested to note the historical context to the topic of
this chapter. The year 2009 marks the tercentenary of the publication of George
Berkeley’s (1709) An Essay Towards a New Theory of Vision [first edition] which
he penned whilst he was a scholar in Trinity College Dublin. In his essay he declares
that he will “consider the Difference there is betwixt the Ideas of Sight and Touch,
and whether there be any Idea common to both Senses”. The proposals outlined in
his essay offered such a unique insight into the issue of how vision and touch con-
tribute to perception that they still resonate today. Indeed, 300 years following the
publication of this essay, many researchers around the world are grappling with the
very same issues laid out in Berkeley’s essay. On the face of it, this may sound rather
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pessimistic as is suggests that not much progress has been achieved in the science
of visuo-tactile integration in 300 years. On the contrary, the current state of knowl-
edge is a significant achievement but before we could provide empirical evidence
for the philosophical questions raised by Berkeley it was first necessary for several
other significant scientific discoveries to be made. These include (but are most cer-
tainly not limited to) Darwin’s theory of evolution and the consequent development
of comparative studies to provide insight into neuronal processes in multisensory
integration; advances in neuroscience such as Cajal’s discovery of the synapse and
Hubel and Wiesel’s discovery of the structure of the visual cortex; the emergence
of new scientific disciplines such as experimental psychology and cognitive neuro-
science; and the advent of technology such as computers and neuroimaging. These
and many other advances have afforded us a multidisciplinary account of how the
senses contribute to and result in a coherent perception of the world around us.

To highlight the advances in our understanding particularly of how vision and
touch share information about objects and the layout of objects that surround us,
research studies have generally focused on either the perception of object informa-
tion for recognition or the perception of space for localisation. Over the following
sections of this chapter, I will review to what extent information is shared across
these modalities for the recognition of objects and spatial arrangements of objects in
scenes and provide evidence for common functional organisation of these modalities
for the purpose of each task.

14.2 Evidence for Common Principles of Functional
Organisation Across Vision and Touch

Over the past few decades, research into visual processing has provided evi-
dence that this system is structurally and functionally separated into two streams,
namely the occipitotemporal (i.e. “what”) and occipitoparietal (i.e. “where”) stream.
Accordingly, each stream is involved in the processing of visual information for
different, goal-directed, purposes. The occipitotemporal pathway projects from pri-
mary visual cortex to the ventral areas of the brain in the temporal cortex and the
occipitoparietal pathway projects to the dorsal areas of the brain to the parietal cor-
tex and there is thought to be limited crosstalk between these streams (Ungerleider
and Haxby, 1994; Young, 1992). Functionally, these areas are specified as being
involved in either the recognition of objects (i.e. “what”) or the perception of space
for localisation (“where”) or action (“how”). Evidence for this structural and func-
tional dichotomy has been provided through lesion studies in animals (Mishkin
et al., 1983) and from neuropsychological patient studies (Goodale and Milner,
1992). Furthermore, it is thought that this dual processing in the visual system is
optimal to allow for the efficient processing of visual information for the purposes
of recognition or action (e.g. Young, 1992).

If the visual system has an underlying structure that facilitates the efficient pro-
cessing of information for perception, then we might ask whether the other senses
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are also similarly organised. Recent neuroimaging studies have suggested that this
dual processing may also apply to both the human auditory system (Romanski et al.,
1999) and the tactile system (Reed et al., 2005; Van Boven et al., 2005). In particular,
Reed et al. conducted a neuroimaging study of tactile processing in which they asked
participants to conduct either an object recognition or an object localisation task
using the same, everyday familiar objects as stimuli and the same motor movements
across conditions. They reported that these tasks selectively activated different brain
regions. In particular brain regions involved in feature integration, such as infe-
rior parietal areas, were activated during object recognition whereas brain regions
involved in spatial processing, such as superior parietal regions, were activated dur-
ing the object location task. Interestingly, a brain area typically involved in the
recognition of familiar objects through vision (Grill-Spector et al., 1999; Malach
et al., 1995) and touch (Amedi et al., 2001), that is, the lateral occipital complex,
was not selectively activated during the object recognition task, suggesting that cor-
tical activation of brain regions involved in object recognition may also depend on
the nature of the exploration (i.e. recognition based on global shape or collection
of local features) or on the possible role of imagery especially in the recognition of
more familiar objects (see Lacey et al., 2009).

In a related study, we investigated brain activation during a tactile shape-
matching and feature location task using the same unfamiliar objects interchange-
ably across these tasks (Newell et al., 2010b). See Fig. 14.1a for an example of
some of our stimuli. Our results corroborate those reported by Reed et al. and sug-
gest that, similar to the visual system, the tactile system is organised around distinct
functional regions of the brain, each selectively involved in the processing of object
information for recognition and for spatial localisation. Specifically, we found acti-
vation in ventral regions of the cortex, corresponding to the areas within and around
the right lateral occipital complex, which were activated during the shape-matching
task. In contrast, brain regions activated during the feature location task included
more dorsal areas such as the left supramarginal and angular gyrus and also more
ventral areas such as areas in and around the middle to lateral temporal region.
Figure 14.1b provides an illustration of these activations.

Taken together, both the Reed et al. study and our study provide evidence for
distinct processing of object shape and spatial location in the tactile system. In
particular, clear associated areas of activation, particularly in the lateral occipital
complex, are observed for object recognition tasks across both vision and touch
(see also Amedi et al. 2001; Lacey et al., 2009). That the same cortical substrates
underpin both visual and tactile object recognition suggests that similar object infor-
mation is extracted by both modalities and consequently accessible to each of these
senses. For the spatial tasks, although there is no evidence that a single cortical
area was consistently activated by tactile and visual spatial perception across these
studies, areas which were activated tended to lie within dorsal regions. Thus, the
results from these studies suggest that the functional distinction between the object
recognition and spatial tasks is preserved in the tactile system. The fact that spe-
cific cortical areas were not commonly activated across the studies may reflect task-
and/or stimulus-specific spatial information processing. Nevertheless, the lack of
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Fig. 14.1 (a) An example of the unfamiliar objects used in the Newell et al. (2010a, b) and Chan
and Newell (2008) studies. Objects (i) and (ii) represent identically shaped objects, but the location
of a feature on the objects changed across object shapes (i.e. same shape but different feature loca-
tion). Objects (i) and (iii) represent differently shaped objects. (b) An illustration of the differential
activations for each of the tasks (z > 2.3, p < 0.05 corrected)

common areas involved in visual and tactile spatial tasks raises the question of how
efficiently spatial information is integrated across vision and touch since it suggests
that common spatial information may not be extracted by these modalities. This
question will be addressed in the following sections.

Recent behavioural evidence has corroborated the findings from our neuroimag-
ing studies into the dual processing of object recognition and spatial localisation
within and across the visual and tactile senses. We investigated the extent to which
object information is processed separately and independently for the purpose of
recognition and spatial location within vision and touch and also across these modal-
ities using a dual-interference task (Chan and Newell, 2008). Using the same set of
novel object stimuli interchangeably across tasks (see Fig. 14.1a), participants were
required to perform an object shape or a feature location delayed match-to-sample
task. In the shape task, for example, participants were presented with an unfamiliar
object shape which they learned either through vision or touch. Following an inter-
stimulus interval (ISI) of about 20 s, they were then presented with a second object
shape which they had to judge as either the same or different to the shape of the
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first stimulus. The feature localisation task followed the same protocol but partici-
pants had to judge whether an object feature remained in the same relative location
across the object surfaces or not. We then embedded a dual-interference, or sec-
ondary, task into these primary tasks by presenting a second matching task during
the ISI of the primary task. This secondary task was either the same as the primary
task (but with different stimuli) or the opposite task. In other words, if participants
conducted a shape-based primary task then the embedded secondary task was either
another shape-based task or a feature localisation task. Our aim was to investigate
whether visual and haptic memory performance during a shape-matching task was
interfered by another shape-related task or by a spatial task or by both, and whether
visual and haptic performance on an object localisation task was affected by either
an interfering shape task or a spatial task. We found that performance on a within-
modal visual and haptic object shape-matching task was affected by a secondary
shape-related task only and not a spatial task. Furthermore, our results suggested a
double dissociation of task function since performance on a spatial task was affected
by a secondary spatial task only and not a shape-matching task. Thus, our results
suggest that there is a functional independence within both the visual system and
the tactile system for the processing of object information for the purpose of recog-
nition or spatial location. In our final experiment in that series, we investigated
whether task-related interference was modality specific or independent of modal-
ity by embedding a secondary task that was conducted in a different modality to the
primary task. Our results suggested that performance on spatial location tasks was
affected by a crossmodal spatial task but not by a crossmodal shape-related task.
In contrast, however, performance on a shape-matching task was affected by both
shape and feature localisation secondary tasks. Thus, whereas a primary spatial task
was not affected by a secondary, crossmodal shape-related task, a primary shape
task was affected by both a crossmodal shape and a crossmodal spatial task.

Interestingly, this latter finding is consistent with our neuroimaging study dis-
cussed earlier in which we found that an object localisation task not only activates
more dorsal areas in the parietal lobe but also areas in the temporal lobe which
have been previously associated with shape perception, particularly the middle to
lateral occipital areas (see Location > Shape activation image in Fig. 14.1b). In
sum, evidence from both neuroimaging and behavioural studies converge to support
the idea for functional independence of task-based information processing related
to recognition and localisation not only within the visual and tactile modalities but
also across these modalities, with the caveat that there may be some sharing of
resources for object-based, feature localisation tasks across modalities. Since it has
previously been argued that the functional distinction between “what” and “where”
streams facilitates efficient information processing for recognition or action within
the visual system (Young, 1992), we can probably assume that the distinction in
the somatosensory system between cortical areas involved in object recognition or
spatial localisation similarly benefits tactile perception. However, in order to main-
tain a coherent, multisensory perception of our world the brain must also allow for
efficient cross-sensory information processing for the purpose of the task at hand.
This may either be achieved by allowing the most appropriate sensory modality
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to dominate the perceptual outcome (Welch and Warren, 1986) or by merging the
sensory information into a robust representation for perception or action (e.g. Ernst
and Bülthoff, 2004). The following sections will examine the evidence support-
ing the idea that information is shared across vision and touch for the purpose
of object recognition and spatial perception. Based on this evidence, I will argue
that efficient crossmodal interactions seem to be determined by the extent to which
principles of information processing are shared across vision and touch. Moreover,
evidence is also emerging from neuroimaging studies that the cortical areas sub-
serving object recognition and object localisation, although distinct within each
modality, are largely overlapping across these modalities.

14.3 Evidence for Common Principles of Information Processing
Across Vision and Touch for Object Recognition

Up to relatively recently, very little was understood about how we seem to effort-
lessly recognise objects under different ambient conditions such as changes in
illumination, colour, viewpoint, and non-rigid changes due to movement. Although
many researchers have investigated how object recognition is achieved by the visual
system, a particular focus of this research has been on how vision solves the
problem of object constancy, that is, how objects are recognised independent of
viewpoint. This research effort was particularly driven by a need for computer
scientists and engineers to develop systems of object recognition that could be
adaptable for the purpose of automated recognition for manufacturing, security,
and medical purposes. Much effort was conducted in the 1980s and 1990s on
understanding how the human brain solves such an intractable problem as object
constancy, with the idea that once this is understood in humans then these prin-
ciples can be adopted into the design and development of computer systems and
robots that could recognise objects at least well as humans, if not better. Needless to
say, technology still lags far behind the capabilities of the human perceptual system
although significant advances have been made through experimental psychology,
cognitive neuroscience, and physiology into our understanding of how object con-
stancy is achieved in the visual system (e.g. Biederman, 1987; Tarr and Bülthoff,
1998; Ullman, 1998).

14.3.1 Shape Constancy and the Visual Recognition
of Objects Across Changes in Viewpoint

To account for view-invariant object recognition, many visual theorists initially
proposed that objects were represented as structural descriptions in memory
(e.g. Biederman, 1987; Marr, 1982). According to this proposal, the image of an
object is deconstructed into its component 3D parts and it is the unique structural
specification of these parts and their relative positions which allows the object to
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Fig. 14.2 An illustration of
four distinct objects defined
by either unique parts or
unique arrangement of their
parts. Objects 1 and 2 differ
in the structural arrangements
of their parts, as do objects 3
and 4. Objects 1 and 3, for
example, differ both on their
component parts and the
structural arrangements of
these parts

be recognised. Object constancy is effectively achieved provided the object parts,
and the relations between them, can be resolved from the image of the object (e.g.
Biederman and Gerhardstein, 1993). For example, Fig. 14.2 illustrates different
objects consisting of same or different parts and arrangements of parts. All objects
are recognised as different objects even though some share part shapes (e.g. Objects
1 and 2 comprise different arrangements of the same parts as do Objects 3 and 4). By
reducing shapes to their basic component parts and specifying the arrangement of
these parts, then object recognition should be efficient and, moreover, independent
of viewpoint.

Biederman and colleagues provided evidence in support of this structural descrip-
tions approach. They reported, for example, that recognition performance of images
of objects from which their parts can be resolved is largely independent of view-
point (Biederman and Gerhardstein, 1993) but when part information cannot be
resolved then recognition is impaired (Biederman and Ju, 1998). However, other
studies found evidence that object recognition is not independent of viewpoint and
that even slight changes in the view of an object can disrupt performance (Bülthoff
and Edelman, 1992; Newell and Findlay, 1997; Tarr, 1995; Tarr and Bülthoff, 1998).
These findings led many researchers to propose that objects are represented in mem-
ory as a collection of select views and that recognition is consequently most efficient
to views that match these stored views or the nearest stored view. This model was
referred to as the “multiple views” model (e.g. Tarr and Bülthoff, 1998). Studies
showing view dependency in object recognition tended to involve highly similar
and unfamiliar object shapes as stimuli suggesting that the task demands may affect
view-dependent performance (see, e.g. Newell, 1998; Hayward & Williams, 2000).
Nevertheless, the recognition of highly familiar objects also seemed to be more effi-
cient from some but not all views, known as canonical views (e.g. Palmer et al.,
1981).

Thus it appeared that whereas the structural descriptions approach could account
for the recognition of objects from different basic level categories, it could not
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account for the view-dependent recognition of novel, similar objects. On the other
hand, proponents of the multiple views approach largely ignored the fact that objects
can be compared based on their structure, suggesting that structural descriptions can
be readily formed for the purpose of object perception. For example, in Fig. 14.2,
objects 2 and 3 may be considered similar because of their basic part structure of
one part adjacent to another. Similarly, objects 1 and 4 may be considered similar
because of their part arrangements. If objects were stored as collection of views, then
it would be difficult to explain how such structural comparisons could be achieved
from an image description.

To account for the limitations of these approaches, Newell et al. (2005) proposed
a hybrid model of object recognition. In a series of experiments, we found evi-
dence in support of the idea that objects are represented as image-based parts but
where the relative spatial locations of these parts are specified. Thus, our model
took into account the idea that many objects can be deconstructed into compo-
nent shapes and, moreover, that recognition can often be achieved when some of
these components are obscured (such as a handle of a mug positioned at the back
of the mug or a handbag positioned on its side). Since this model assumes that
object parts are stored as images then it also predicts that recognition would be view
dependent when these image-based parts are not presented in familiar or canonical
orientations.

In sum, there is strong evidence from behavioural studies to suggest that the
visual system does not solve the object constancy problem completely and that
recognition is not completely invariant to changes in viewpoint. This evidence is
also supported by studies investigating the neural correlates of object recognition
which report view-dependent activations at the level of the single neuron in ventral
areas of macaque brain (Logothetis and Pauls, 1995) and in the BOLD response in
ventral cortical areas of the human brain (Andresen et al., 2009; Grill-Spector et al.
1998). However, other studies reported view invariance in the ventral stream with
changes in rotation specifically affecting activation in more dorsal areas, particularly
the IPS, more related to perception for action (e.g. James et al., 2002) or view invari-
ance in neurons within later visual areas of the medial temporal lobe (Quiroga et al.,
2005) possibly involving a consolidation of view-dependent activity from earlier
visual areas. Given that the results from behavioural and neurophysiological studies
converge to support the idea that recognition may not be invariant to viewpoint, it
may thus seem like a conundrum why our everyday perception of objects is seem-
ingly so robust and efficient. One potential solution may be that recognition occurs
using a network of brain areas that act in unison to overcome the viewpoint prob-
lem either via a distributed coding of object information (e.g. Haxby et al., 2001)
or with sparse, image-based representations (e.g. Reddy and Kanwisher, 2006) cou-
pled with spatial processes such as mental rotation (e.g. Schendan and Stern, 2007;
2008). However, the fact that object recognition in the real world is not confined to
one sensory modality may offer a clue as to how object constancy is achieved in
the brain in that it may be via a combination of sensory information that objects are
recognised most efficiently.
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14.3.2 Shape Constancy and the Recognition of Static
Objects in Vision and Touch

Although efforts in understanding how objects are recognised have mainly been
concentrated on visual processing, object recognition is clearly not confined to the
visual sense. Although objects can be identified through, for example, their char-
acteristic sounds (e.g. the roar of a lion) or smells (e.g. a freshly peeled orange),
it is only through the visual and tactile systems that object shape can be deter-
mined. Haptic perception of object shape can be very efficient and many studies have
shown that familiar objects can be easily recognised using touch only (Gibson, 1962;
Klatzky et al., 1985), even with very limited exposure to the object (Klatzky and
Lederman, 1995). Since object information can be perceived through both vision
and touch then it is possible that redundant shape information encoded across the
senses may offer in a more robust representation of the object in memory (Ernst and
Bülthoff, 2004).

If this is indeed the case, then it begs the question as to whether or not object
recognition through the tactile system can provide the key to solving the object con-
stancy problem. With this in mind, we investigated whether view-dependent object
recognition was specific to visual processing and whether tactile object recognition
is invariant to changes in object position (Newell et al., 2001). In agreement with
Berkeley’s statement that a blind man “By the Motion of his Hand he might dis-
cern the Situation of any Tangible Object placed within his Reach” we reasoned
that since the hand is free to explore all surfaces of a 3D object (within certain
size constraints), unlike vision which is constrained by optics, then haptic recogni-
tion should not necessarily be dependent on the object’s position in the hand (i.e. its
“view”). Surprisingly, we found that the haptic recognition of unfamiliar objects was
dependent on the view of the object presented and that this cost in haptic recognition
performance to a change in object view was similar to that found in visual object
performance. Similar to the visual recognition of familiar objects, we also reported
that the haptic system recognises some views of familiar objects more efficiently
than other views (Woods et al., 2009).

However, in the Newell et al. (2001) study we found that the object views which
promoted the most efficient recognition performance differed across modalities:
whereas visual recognition was best for familiar frontal views of objects, the hap-
tic system seemed to recognise better the back views of objects (with reference to
the direction the observer is facing). Since each sensory system recognises different
views most efficiently, then it seemed vision and haptics do not provide redundant
information about object shape for the purpose of recognition. How then would
object constancy be maintained if each system processes object information in a
qualitatively different way? Although this seems impossible, the results of our study
suggest a means by which object constancy is achieved across the senses: since
vision and haptics encode different aspects of the object’s shape then the combina-
tion of this non-redundant but complementary object information should result in a
rich description of an object in memory that would help maintain object constancy
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over changes in object view. Such a rich representation should, therefore, mean that
subsequent recognition of the object would be very efficient and indeed would likely
not be dependent on viewpoint. In a recent study, Lacey et al. (2007) provided evi-
dence to suggest that this is indeed the case. They investigated visual, haptic, and
crossmodal object discrimination using a set of novel objects presented at differ-
ent views rotated across one of three axes (X, Y, or Z). Their results corroborated
previous findings that both visual and haptic object recognition is dependent on the
view of the object but when combined they found that crossmodal object recognition
performance is independent of viewpoint.

Both the Newell et al. (2001) and the Lacey et al. (2007) studies investigated
visual and haptic object recognition across views of objects which were, by neces-
sity, constrained in order to control the view information presented during training
and test. In the real world, however, hand-sized objects are often picked up and pal-
pated under free exploration. Indeed, in some previous studies on visual, haptic, and
crossmodal recognition of familiar objects, haptic exploration was unconstrained
whereas the object was presented in a fixed position for visual testing. These stud-
ies consistently reported that the sharing of object information across modalities is
efficient (e.g. Easton et al. 1997; Reales and Ballesteros, 1999), suggesting that the
information encoded by both modalities can be combined to allow for a rich, mul-
tisensory representation in memory. However, when familiar objects are used in a
task, it is unclear the extent to which verbal labelling or other semantic information
mediates crossmodal performance, especially when objects are presented in differ-
ent views or positions across modalities. Indeed Berkeley hinted at the role which
verbal labelling may play in crossmodal object recognition by stating that “Every
Combination of Ideas is considered as one thing by the Mind, and in token thereof,
is marked by one Name”.

The use of unfamiliar objects that are not readily associated with distinct names
gets around this issue. For example, Norman et al. (2004) used shapes based
on natural objects from the same category (i.e. pepper or capsicum shapes) and
found that crossmodal recognition performance was as good as within-modal per-
formance. Norman et al. concluded that there are important similarities between
vision and touch that allow for the same information to be represented in object
memory (see also Gibson, 1979 for a similar conclusion). We also investigated
whether the recognition of freely explored objects is efficient in vision and touch,
and across these modalities, using the same set of novel objects as in our previ-
ous study (Ernst et al., 2007). Specifically, we tested both unimodal and bimodal
(multisensory) recognition performance and found that unimodal performance was
more efficient than bimodal performance. This finding seems to contradict the
suggestions from earlier studies that vision and touch provide complementary infor-
mation about an object which ultimately leads to a rich representation of the
object in memory. However, close video analysis of the exploration procedures
adopted during haptic exploration suggested that information encoding was opti-
mised for efficient within-modal performance but not for crossmodal or bimodal
performance.
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The results from studies based on unconstrained exploration of objects suggest
that object familiarity has no effect on the degree to which object information
can be shared across the senses. Moreover, investigations into the recognition of
static objects suggest that object constancy can be achieved by combining the
inputs from both vision and touch into a rich representation of the object in
memory.

14.3.3 Shape Constancy and the Recognition of Dynamic
Objects in Vision and Touch

Whilst most investigations into object constancy have centred on the issue of view-
point dependency, object shape can also be deformed by motion and any recognition
system would need to account for how object constancy is maintained despite such
changes to the shape. For example, in the animal world, shape can dramatically
change whilst the animal is in motion and, moreover, this information may differ
from when the animal is stationary and at rest. Furthermore, many small artefact
objects can also change shape as a result of object motion: e.g. the opening of a
book, mobile phone, or Swiss Army knife; or the rotation of a scissors blade; or the
flipping of a stapler, can result in overall shape changes or reveal shape features not
otherwise present in the object’s image when it is closed. The shape information of
these types of objects can change dramatically from one moment to the next but,
as with changes in object view, we nevertheless seem to maintain object constancy
with seemingly little effort.

Previous investigations on the visual recognition of dynamic objects have sug-
gested that rigid motion information when combined with shape information can
offer a unique cue to the identity of the object (e.g. Stone, 1998, 1999; Vuong and
Tarr, 2004). For example, we found that object shapes associated with a particular
movement pattern during learning were subsequently recognised more efficiently
when shown with the same motion pattern than when shown moving in a differ-
ent way (Newell et al., 2004). More recently, Setti and Newell (2009) reported
that the visual recognition of unfamiliar objects in which non-rigid shape changes
occur during motion is also affected by a change in the motion pattern of the parts
of the objects. Thus, the findings of recent studies on the recognition of dynamic
objects suggest that motion information can play an important role and that, more-
over, objects may be stored in memory as spatiotemporal representations rather than
static images of objects.

The tactile system obviously can play an important role in the perception of
moving objects since many artefacts move as a consequence of haptic interac-
tions. For example, a scissors changes shape as a consequence of movement of
the hand. This begs the question, therefore, whether or not object motion affects
the recognition of objects encoded through touch in the same way as those encoded
through vision. Since motion is a cue for recognition in the visual domain then
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we can also ask whether the manner in which an object moves is a useful cue
for recognition in the haptic domain. To that end we recently conducted a series
of behavioural studies in which we investigated the role of motion information on
the visual, haptic, and crossmodal recognition of object shapes (Whitaker et al.,
in prep.). We first created a set of unfamiliar objects, each with a moveable part
which could rotate, flip, or slide on the object. At the beginning of the experi-
ment, participants first learned a set of target objects either through vision only
(by observing the object being moved by the experimenter) or through touch only
(by actively palpating the object and moving the object part). Our results suggest
that object motion is an important cue for recognition through touch: a moving tar-
get object was recognised better than its static counterpart. Furthermore, we found
that both within-modal visual and haptic recognition benefited from the presence of
the motion cue and the movement of the target objects also facilitated crossmodal
recognition.

In order to assess whether motion is indeed an important cue for object recogni-
tion that is shared across modalities, we conducted a neuroimaging experiment to
elucidate the neural correlates of crossmodal recognition of dynamic objects (Chan
et al., 2010). We were specifically interested in investigating whether cortical areas
known to be involved in visual motion and the visual recognition of dynamic objects
were also involved in the haptic recognition of moving objects. Previous studies
have found that area MT/MST is activated by dynamic information (e.g. Tootell
et al., 1995) and also that motion implied in a static image is sufficient to activate
this area (Kourtzi and Kanwisher, 2000). We first trained a group of participants
to recognise a set of unfamiliar, moveable, and static objects using either vision or
touch. We then presented static visual images of these objects to the participants
whilst we recorded brain activations using fMRI. We found that area MT/MST
was activated to images of objects previously learned as moving but not to objects
learned as static. Surprisingly, this activation occurred to images of objects which
were previously learned using either vision or touch (see Fig. 14.3). In other words,
area MT/MST was active to both within modality and crossmodal presentations of
previously learned dynamic objects.

These findings, together with the behavioural results reported earlier, suggest
that both vision and touch contribute to the perception of moving objects and that,
as such, both modalities may combine and share information in order to maintain
object constancy not just in situations which involve changes in viewpoint but also
those in which movement changes the shape information. Moreover, these find-
ings are in contrast with Berkeley’s conclusions on whether motion information
is shared across modalities: he asserted that “. . . it clearly follows, that Motion
perceivable by Sight is of a Sort distinct from Motion perceivable by Touch”.
However, although Berkeley did concede that for visuo-tactile perception “The
Consideration of Motion, may furnish a new Field for Inquiry” it is perhaps sur-
prising to note that this particular field remains relatively new three centuries
later!
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Fig. 14.3 Plot showing activation patterns across the four different learning conditions: (a) haptic
motion; (b) haptic static; (c) visual motion and (d) visual static. Colours used represent positive
and negative percentage change in the BOLD response (see key for colour coding). Area MT/MST
(MT+) is highlighted on each map by a red circle

14.4 Evidence for Common Information Processing of “Where”
Information Across Vision and Touch

14.4.1 Visual and Haptic Spatial Updating of Scenes

As previously mentioned, one of the greatest achievements of the human brain
is the ability to perceive objects as constant despite dramatic changes in the pro-
jected retinal image, or in the tactile impressions, with changes in object position or
shape deformities due to motion. An example of object constancy in the real world
is that object recognition appears to remain invariant whilst we move around our
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environment even though the consequent changes in visual object information can
be dramatic. For example, as we walk around a desk, the projected retinal image of
the objects on that table can differ greatly depending on whether we have walked
behind or in front of the desk. Although changes in object viewpoint consequently
occur with observer motion, recognition performance does not seem to be affected
in this situation. On the contrary, the recognition of views of an object that occur
with observer motion is more efficient than the recognition of those same views
when presented to a passive observer. Simons and his colleagues have attempted
to account for this invariant object recognition with observer motion by proposing
that extra-retinal information, such as vestibular or proprioception information, can
inform the visual system of movement and consequently update the representation
of the object in visual memory (e.g. Simons et al., 2002). Thus, information from
other sensory modalities can update the representation of the object in visual mem-
ory to compensate for the consequent change in the visual projection of the object’s
image.

The finding that extra-retinal cues can update object representations in memory
also pertains to the recognition of arrays of objects or scenes (Wang and Simons,
1999). However, up until recently, very little was known as to whether haptic rep-
resentations are also updated with observer motion. Indeed it would seem that if
object information is shared or accessible across modalities, as is suggested by
research discussed previously, then spatial updating should be a process common
to both vision and touch if a coherent perception of our world is to be achieved. In
a series of studies, we investigated first whether the processes involved in the haptic
recognition of object scenes is similar to the processes involved in the visual recog-
nition of these scenes such that spatial information about object locations in a scene
can be shared across modalities. Our previous research suggested that both “what”
and “where” information is shared across modalities and, moreover, similar corti-
cal substrates underpin these processes across modalities (Chan and Newell, 2008;
Newell et al., 2010b). Similar to previous reports on the view-dependent recogni-
tion of scenes of objects in visual perception (Diwadkar and McNamara, 1997),
we established that scene perception is also view dependent in haptic recognition
in that the recognition of rotated scenes is more error prone than the recognition
of scenes from a familiar view (Newell et al., 2005). Indeed, we recently found
similar effects of scene rotation on haptic recognition using novel objects as we pre-
viously found using familiar shapes (see Fig. 14.4). However, in our study involving
scenes of familiar shapes, we found that crossmodal recognition was less efficient
than within-modal performance, although it was nevertheless better than chance.
This cost in performance when crossing modalities did not seem to be due to dif-
ferences in encoding across vision and touch (i.e. that vision can encode an object
array in parallel, or from a single glance (Biederman et al., 1974; Rousselet et al.,
2002) whereas haptics requires serial encoding of object positions). Instead, we
argued that whilst some information can be shared across modalities, other spa-
tial information is more modality specific and does not readily transfer across the
senses.
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Fig. 14.4 An example of a scene of novel objects which participants were required to learn using
haptics only (top left of image). An example of a test scene is shown in bottom left scene where an
object has been displaced and the entire scene rotated by 60◦. The plot shown on the right is the
mean percentage errors made in novel scene recognition across non-rotated and rotated scenes

14.4.2 Crossmodal Updating in Scene Perception

The finding that scene recognition is better within than across modalities then led
us to ask whether or not both visual and haptic scene perception benefit from spa-
tial updating with observer movement. We found evidence to suggest that this is the
case: the cost in both the visual and the haptic scene recognition performance as
a consequence of passive rotation of the scene was prevented when the change in
viewpoint was induced by observer motion (Pasqualotto et al., 2005). In particular,
we replicated the results found in previous studies that the visual recognition of an
array of familiar shapes is impaired when the scene is rotated relative to the observer
and that this cost in recognition performance is removed when the rotated view is
induced by the observer moving to a new position. We also extended this finding to
the haptic domain and found that haptic scene representations are also updated with
observer movement. The next question we asked was whether or not the representa-
tions of objects scenes are shared across modalities. In our most recent experiments,
participants were required to learn the position of objects in a scene using either
touch or vision only and we then tested their recognition in the other modality
(Newell et al., 2010a). Prior to recognition the experimenter displaced one of the
objects in the scene and the participant had to indicate which object had changed
position. Furthermore, between learning and test the scene was either rotated rela-
tive to the passive observer, or the participant changed position. We found a cost in
crossmodal performance when the scene was passively rotated. However, this cost
was significantly reduced when the change in scene view was caused by a change
in the observer’s position. In other words, the visual or haptic representation of the
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object scene was updated during observer motion and this updating resulted in a
benefit in recognition performance across modalities.

Since observer motion can update the representation of an object in memory,
such that recognition in all modalities is benefited, this begs the question as to what
mediates this crosstalk between the senses for the purpose of updating spatial repre-
sentations. Previous studies have found that vision provides precision in perceptual
decisions involving spatial information, even if those decisions are based on infor-
mation encoded from another modality. For example, Newport et al. (2002) found
that even visual information which was noninformative to a haptic task improves
haptic performance.1 Vision had a particular benefit when participants were encour-
aged to use a more allocentric than egocentric reference frame when performing
the haptic task. More recently, Kappers, Postma, and colleagues further investigated
the role of noninformative visual information on performance in a haptic parallel-
matching task and found that vision affects the type of reference frame (i.e. from
egocentric to allocentric) used to encode the haptic stimuli (Postma et al., 2008;
Volcic et al., 2008). Moreover, they found that visual interfering information pre-
sented during the haptic task resulted in a cost in the haptic performance. Kaas et al.
(2007) also found that noninformative visual information that is incongruent to hap-
tic information can affect haptic performance on a parallelity task but only if the
haptic information is encoded relative to an allocentric rather than an egocentric
reference frame. These studies suggest that vision has a direct effect on haptic pro-
cessing of spatial information by providing an allocentric reference frame to which
haptic information is encoded.

14.4.3 The Role of Noninformative Visual Information
on Haptic Scene Perception

We recently investigated the role of noninformative visual information on memory
for object scenes encoded through touch. In these experiments, participants learned
and were tested on their recognition of a scene of familiar objects using touch only.
In separate conditions, participants could either view their surroundings (the test
scene was never seen) or they were blindfolded during the task. We found evidence
that noninformative vision can improve the haptic recognition of a scene of famil-
iar object shapes (Pasqualotto et al., in prep.). However, the availability of visual
information (albeit noninformative to the task) did not reduce the cost of recognis-
ing these haptic scenes when rotated, suggesting that scenes of familiar objects are
stored as egocentric representations in memory, irrespective of the availability of
noninformative visual information or of the encoding modality (see also Diwadkar
and McNamara, 1997; Newell et al., 2005). Using virtual scenes, we manipulated

1Non-informative visual information is information that would not, on its own, be sufficient to
solve the task. For example, seeing the surrounding room but without seeing the test stimuli would
be considered ‘non-informative’ visual information.
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the type of ambient visual information available during the haptic task to investi-
gate the precise nature of the visual information that improves haptic performance.
Specifically, participants could either see a furnished room, an empty room, or an
image of the furniture without the room context. We found that spatial informa-
tion (i.e. the presence of the room), not object landmarks (i.e. furniture only), was
necessary in the visual image to benefit haptic performance. In conclusion, these
studies suggest that vision can provide the optimum reference frame for encoding
and retrieving spatial information through other senses although this benefit seems
to be context dependent and does not necessarily affect the reference frame relative
to which haptic spatial information is represented in memory.

If vision affects haptic spatial perception and memory then we might ask whether
spatial perception is compromised in persons without visual experience. Some
recent studies (e.g. Pasqualotto and Newell, 2007; Postma et al., 2008) tested hap-
tic recognition of scenes of objects or haptic orientation perception in congenitally
blind, late blind, and sighted people. There seems to be a consistent finding that tac-
tile spatial perception is compromised in individuals who have impaired visual abil-
ities, particularly those who were blind from early on in the course of development.
Indeed it is well known from neurodevelopmental studies that early visual experi-
ence is required for normal development of the visual system (see, e.g. Lewis and
Maurer, 2005 for a review) and that late intervention in repairing visual abnormali-
ties can have long-term detrimental effects on the development of visual processing.
The behavioural findings from haptic spatial perception suggest that the absence of
visual experience can also affect the development of efficient spatial processing in
another modality, namely touch. This finding has led some researchers to suggest
that vision is the spatial sense which calibrates or modulates spatial perception in
other, less spatially precise modalities (Thinus-Blanc and Gaunet, 1997).

14.5 Conclusions and Future Directions

The results of studies discussed above largely contradict Berkeley’s assumption that
“The Extension, Figures, and Motions perceived by Sight are specifically Distinct
from the Ideas of Touch . . . nor is there any such thing as an Idea, or kind of Idea
common to both Senses”. On the contrary, evidence from the literature suggests
that the manner in which object information is processed does not depend on the
encoding modality. Moreover, both the visual and the tactile processing of object
information seem to be underpinned by shared neural substrates. Since principles of
information processing and neural resources are, to a large extent, shared across
modalities for object recognition and localisation, this suggests that unisensory
information is pooled together at some stage in perceptual processing. Although
the time course of visuo-tactile interactions in the brain for the purpose of object
perception has yet to be elucidated these interactions could occur either later on,
according to the purpose of the task, or earlier such that all information is encoded
into a multisensory representation to which each modality has access. Research on
audio-visual processing for object recognition suggests that these interactions occur
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earlier on in perceptual processing than previously thought (e.g. Molholm et al.,
2004). In any case, there seems to be little evidence that the sharing of information
across modalities requires a distinct and separate recoding process that allows for
vision and touch to share information for object recognition and localisation.

Although Berkeley concluded in his essay that visual and tactile processing are
independent, he also asserted that where associations do exist between vision and
touch these associations are not innate but are, instead, arbitrary and built from expe-
rience with the world. Specifically he proposed that “this Naming and Combining
together of Ideas is perfectly Arbitrary, and done by the Mind in such sort, as
Experience shows it to be most convenient”. Although many studies have now
provided evidence that vision and touch can efficiently share “ideas” for the pur-
pose of object recognition and spatial perception, the extent to which these ideas
are innate or hard wired versus the extent to which the associations are acquired
through experience is, as yet, undetermined. However, evidence from developmental
studies suggests that experience may be required for efficient crossmodal inter-
actions to occur. For example, although some studies have provided evidence for
crossmodal shape perception in neonates (e.g. Meltzoff and Borton, 1979) oth-
ers have found that this crossmodal performance is not very efficient (Sann and
Streri, 2007). Furthermore, some studies have found that whereas adult perception
of spatial characteristics of object shape is based on a statistically optimal inte-
gration of information across vision and touch (Ernst and Banks, 2002) there is
no evidence for this optimal integration in young children and indeed it does not
seem to emerge until later on in development (Gori et al., 2008). As such, these
studies suggest that although the sensory systems seem to be hard wired from
birth to share information, the precision and efficiency with which information is
integrated across the senses in adult perception seems to be dependent on experi-
ence. As Berkeley himself stated, “. . . this Connexion with Tangible Ideas has been
learnt, at our first Entrance into the World, and ever since, almost every Moment
of our Lives, it has been occurring to our Thoughts, and fastening and striking
deeper on our Minds”. However, very little is known about how this developmen-
tal process occurs and, moreover, what factors influence the normal development
of multisensory integration. Future research into these areas would be very use-
ful not only in elucidating the neurodevelopmental processes of perception but
also in offering potential rehabilitative procedures to restore sensory function in
a damaged brain or to counteract sensory decline due to either trauma or normal
ageing.

In sum, an essay penned by the philosopher, George Berkeley, 300 years ago
tapped into issues that are still relevant in the field of perception today. Although
recent research has addressed many of the questions raised in that essay, some
important issues on the nature and development of integration across vision and
touch remain outstanding. It is encouraging to note, though, how much progress
has been made on elucidating the behavioural and neural correlates of multisensory
recognition in the last couple of decades and we can look forward to providing
further empirical evidence in response to Berkeley’s musings on the nature and
development of visuo-tactile interactions in the near future.
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